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Con�guration Spaces of Graphs

Takeshi Unohara

Abstract

Given a graph Γ with a single essential vertex, we determine the fun-
damental group π1(Cn(Γ)) of the configuration space Cn(Γ) of Γ.
This result is a generalization of Theorem 4.6 in [5]. We also discuss
connectivity of configuration spaces of graphs. We use the CW com-
plex model introduced in [15, 16] to study the configuration spaces of
graphs.
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1 Introduction

The configuration space Cn(X) of n distinct points in
a topological space X is defined by

Cn(X) = {(x1, x2, . . . , xn) ∈ Xn | xi 6= xj for i 6= j} .

Define an action of the symmetric group Σn on Cn(X)
by xσ = (xσ(1), xσ(2), . . . , xσ(n)) for x ∈ Cn(X) and
σ ∈ Σn. When X is a manifold (without boundary),
the projection onto the first coordinate p1 : Cn(X) →
X is a fibration whose fiber over x is Cn−1(X − {x})
according to [6].

R. Ghrist first considered configuration spaces of
graphs to investigate the problem of controlling robots
in a factory. In general, graphs are not manifolds.
When a topological space X is not a manifold, it is
difficult to study the configuration space of X since the
projection p1 is not generally a fibration. In [8], Ghrist
proved that configuration spaces of graphs are K(π, 1)-
spaces (i.e. Eilenberg-MacLane spaces) and conjectured
that the fundamental group π1(Cn(Γ)) of the configu-
ration space Cn(Γ) of a graph Γ is a right-angled Artin
group. Many people tried to prove this conjecture.
Abrams and Ghrist in [2] showed that for the complete
graph K5 with 5 vertices and the complete bipartite
graph K3,3, the fundamental groups π1(C2(K5)) and
π1(C2(K3,3)) are not right-angled Artin groups. Crisp
and Wiest in [4] showed that for a graph Γ, the funda-
mental group π1(Cn(Γ)/Σn) embeds in a right-angled
Artin group. Farley and Sabalka in [7] showed that
for a tree Γ and n = 2 or 3, π1(Cn(Γ)/Σn) is a right-
angled Artin group. Recently, Kim, Ko and Park in
[10] showed that if a graph Γ contains neither T0 nor

S0 and n ≥ 5, then π1(Cn(Γ)/Σn) is a right-angled
Artin group, where T0 and S0 are the following graphs
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In general, configuration spaces of graphs are not
CW complexes. But Abrams constructed a CW com-
plex model.
Theorem 1.1 ([1]). For a finite graph Γ with at least
n vertices , define a CW complex Dn(Γ) by

Dn(Γ) =
⋃

eλi∩eλj=φ
(eλ1 × eλ2 × . . .× eλn).

where eλ1 , eλ2 , . . . , eλn are cells in Γ. Then Cn(Γ) de-
formation retracts to Dn(Γ) if and only if
1. Each path between distinct vertices of valence not

equal to two passes through at least n − 1 edges,
and

2. Each path from a vertex to itself that cannot be
shrunk to a point in Γ passes through at least n+1
edges.

The configuration space Cn(X) is not a CW complex
but it is the "next best thing"; it is a totally normal cel-
lular stratified space in the terminology of [15] and as
discussed in the next sections. Associated to such a
structure, there is a face category of which classifying
space gives via the geometric realization functor a reg-
ular cell complex denoted Sd (Cn(X)) (see section 4).
What turns out to be quite useful is that Sd (Cn(X))
is a strong deformation retract of Cn(X) with respect
to the action of the symmetric group and is quite a
manageable complex to work with, in contrast with the
Abrams’ model where one needs to take finer and finer
subdivisions and hence add more and more "cells".

In [5] and [14], Mukouyama showed the following
theorem using Theorem 4.11.
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2 Classifying spaces of small categories 29

Definition 1.2. Let Γ be a graph and ϕ : D → e be
an edge in Γ,
• An edge e is called loop ifD = [−1, 1] and ϕ(−1) =
ϕ(1).
• An edge e is called bridge if D = [−1, 1], ϕ(−1) 6=
ϕ(1), and both ϕ(−1) and ϕ(1) are contained in
more than one edge.
• An edge e is called branch if it is not a loop nor a
bridge.
• For a vertex v, let bv is the number of branches
and bridges attached to v and let lv is the number
of loops attached to v.
• The number bv + 2lv is called the valency at v.
• A vertex in Γ with valency 1 is called a leaf.

Theorem 1.3 ([5], [14]). Let Γk,` be the graph having k
branches and ` loops attached to a single central vertex:

@
@

�
�

t ...... }{ `k

Then the fundamental groups of the ordered and un-
ordered configuration spaces of two points in Γk,` are
given by

π1(C2(Γk,`)) ∼= Fm+1

π1(C2(Γk,`)/Σ2) ∼= Fm
2 +1

where
m = (k + `)(k + 3`− 3),

and Fn denotes a free group of rank n.

We can push the technique further and generalize
Theorem 1.3 to the configuration space with an arbi-
trary number of points not just two. Our main state-
ment proven in section 8 takes the form:
Theorem 1.4. For (k, `) 6= (1, 0), (2, 0), (0, 1) and a
natural number n, the ordered and unordered configu-
ration spaces of n distinct points in Γk,` are homotopy
equivalent to wedges of circles. Furthermore, we have

π1(Cn(Γk,`)) ∼= Fm+1
π1(Cn(Γk,`)/Σn) ∼= Fm

n! +1

where

m = (`+ k + n− 2)!
(`+ k − 1)! ((2n− 1)(`− 1) + (n− 1)k).

The proof of Theorem 1.4 proceeds in two steps.
We first observe that the dimension of the Tamaki cel-
lular model for the configuration space has dimension
one (i.e. is a finite connected 1-dimensional cell com-
plex). Therefore its fundamental group must be a free
group with rank determined by the Euler characteristic
χ. Then we compute χ of our model inductively.

We will also verify the following result in section 7.

Theorem 1.5. Let Γ be a finite connected graph hav-
ing a vertex v0 of valency ≥ 3. Then Cn(Γ) is path
connected.
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2 Classifying spaces of small categories

In this section, we recall facts about classifying spaces
of small categories.
Definition 2.1. A category C is called a small category
if both the class of objects in C, denoted C0, and the
class of morphisms in C, denoted C1, are sets. For a
morphism f : x → y, the object x is called a domain
and the object y is called a range. The set of morphisms
from an object x to an object y is denoted by C(x, y).

We recall the definitions of simplicial sets and their
geometric realizations to construct classifying spaces.

A simplicial set X consists of a sequence of sets
X0, X1, . . ., a family of maps {di : Xn → Xn−1}0≤i≤n
and a family of maps {si : Xn → Xn+1}0≤i≤n for each
n satisfying some standard “simplicial" identities.

di ◦ dj = dj−1 ◦ di (i < j)
di ◦ sj = sj−1 ◦ di (i < j)
dj ◦ sj = id = dj+1 ◦ sj
di ◦ sj = sj ◦ di−1 (i > j + 1)
si ◦ sj = sj+1 ◦ si (i ≤ j).

Let ∆n be the standard n-simplex

∆n =
{

(t0, t1, · · · , tn) ∈ Rn+1
∣∣∣∣∣
n∑
i=0

ti = 1, ti ≥ 0
}
.

with maps di : ∆n−1 → ∆n defined by
di(t0, t1, . . . , tn−1) = (t0, t1, . . . , ti−1, 0, ti, . . . , tn).

and maps si : ∆n → ∆n−1 defined by
si(t0, t1, . . . , tn) = (t0, t1, · · · , ti + ti+1, . . . , tn).

Example 2.2. Let X be a topological space. The set
Map(∆n, X) of continuous maps from the standard n-
simplex ∆nto X is denoted by Sn(X). Define maps
di : Sn(X) → Sn−1(X) by di(f) = f ◦ di. Define
maps si : Sn−1(X) → Sn(X) by si(f) = f ◦ si. Then
S(X) = (Sn(X), d, s) is a simplicial set. This simplicial
set S(X) is called the singular simplicial set of X.
Definition 2.3. Let X and Y be simplicial sets. A
collection of maps {fn : Xn → Yn}n∈N∪{0} is called a
simplicial map if for any nonnegative number n and i ∈
{0, 1, . . . , n}, the following diagrams are commutative

Xn

dXi
��

fn // Yn

dYi
��

Xn−1
fn−1 // Yn−1
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Xn

sXi
��

fn // Yn

sYi
��

Xn+1
fn+1 // Yn+1.

The collection {fn : Xn → Yn}n∈N∪{0} is denoted by
f : X → Y .
Definition 2.4. Let X be a simplicial set. The geo-
metric realization of X is defined by

|X| =
( ∞∐
n=0

Xn ×∆n

)/
∼

where the relation ∼ is the equivalence relation gener-
ated by

(x, di(t)) ∼ (di(x), t)
(x, si(t)) ∼ (si(x), t).

Example 2.5. Let X be a topological space. Consider
the geometric realization |S(X)| of the singular simpli-
cial set ofX. Define a continuous map ev : |S(X)| → X
by ev([f, t]) = f(t) for (f, t) ∈ Sn(X) × ∆n. Then ev
is a weak homotopy equivalence (i.e. ev induces iso-
morphisms on all homotopy groups) according to [13].
Hence when X is a connected CW complex, |S(X)|
and X are homotopy equivalent as a consequence of the
Whitehead Theorem [9] since the geometric realization
of a simplicial set is always a CW complex.

A simplicial map induces a continuous map between
classifying spaces.
Definition 2.6. For a simplicial map f : X → Y , de-
fine a continuous map |f | : |X| → |Y | by |f |([(x, t)]) =
[(fn(x), t)] for (x, t) ∈ Xn ×∆n.

We can construct a simplicial set from a small cate-
gory.
Definition 2.7. For a small category C and a nonneg-
ative number n, define N0(C) = C0 and for n 6= 0

Nn(C) = {(fn, . . . , f1) ∈ Cn
1 | s(fi) = t(fi−1)}

Here C0 is the set of objects in C, C1 the set of mor-
phisms, s(fi) is the domain of fi and t(fi−1) the range
of fi−1.
Definition 2.8. Let C be a small category. Define
maps di : Nn(C)→ Nn−1(C) by

di(fn, fn−1, . . . , f1) =
(fn, fn−1, . . . , f2) (i = 0)
(fn, fn−1, . . . , fi+2, fi+1 ◦ fi, fi−1, . . . , f1)

(1 ≤ i ≤ n− 1)
(fn−1, fn−2, . . . , f1) (i = n)

and maps si : Nn(C)→ Nn+1(C) by

si(fn, fn−1, . . . , f1) ={
(fn, fn−1, . . . , f1, ids(f1)) (i = 0)
(fn, fn−1, . . . , fi+1, idt(fi), fi, . . . , f1) (1 ≤ i ≤ n).

These maps satisfy the simplicial identities and one
has the following well known fact.
Proposition 2.9. Let C be a small category. Then
(N(C), d, s) is a simplicial set.

Definition 2.10. Let C be a small category. The ge-
ometric realization |N(C)| of (N(C), d, s) is called the
classifying space of C and is denoted by BC.
Definition 2.11. Let C and D be small categories.
For a functor F : C → D, define a simplicial map
Nn(F ) : Nn(C)→ Nn(D) by

Nn(F )(x) = F0(x) , if n = 0

and if n 6= 0,

Nn(F )(fn, fn−1, . . . , f1) = (F1(fn), F1(fn−1), . . . , F1(f1))

Define then a (continuous) map BF : BC → BD by

BF ([(x, t)]) = [(Nn(F )(x), t)].

Proposition 2.12. Let C and D be small categories
and F : C → D be a faithful functor. Suppose that
the map F0 : C0 → D0 between the sets of objects is
injective. Then BF : BC → BD is injective.

Proof. For [(x, t)] ∈ BC, there are a natural number n
and (x′, t′) ∈ Nn(C)×Int(∆n) such that (x, t) ∼ (x′, t′)
where

Nn(C) = {(fn, . . . , f1) ∈ Nn(C) :
fi is not the identity morphism for each i}.

For [(x, t)] ∈ BC and [(y, s)] ∈ BD satisfying (x, t) ∈
Nn(C) × Int(∆n) and (y, s) ∈ Nm(D) × Int(∆m), as-
sume that

BF ([(x, t)]) = BF ([(y, s)]).

Then Nn(F )(x) ∈ Nn(C) and Nm(F )(y) ∈ Nn(D)
since F is faithful. Thus (Nn(F )(x), t) ∈ Nn(C) ×
Int(∆n) and (Nm(F )(y), s) ∈ Nm(D)×Int(∆m). Hence

(Nn(F )(x), t) = BF ([(x, t)]) = BF ([(y, s)])
= (Nm(F )(y), s)

and (x, t) = (y, s) since F is faithful and F0 is injective.

3 Cellular stratified spaces

In this section, we review cellular stratified spaces in-
troduced in [15] and [16].
Definition 3.1. Let X be a topological space. A sub-
space A of X is called locally closed if for any x ∈ A,
there exists a neighborhood Ux of x such that A ∩ Ux
is a closed set in Ux.
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Definition 3.2. Let X be a topological space and Λ
be a poset. A map π : X → Λ is called a stratification
of X indexed by Λ if the map π satisfies the following
conditions:
1. For λ ∈ Im π, π−1(λ) is connected and locally

closed.
2. For λ, λ′ ∈ Im π, π−1(λ) ⊂ π−1(λ′) if and only if
λ ≤ λ

′ .
Definition 3.3. Let π : X → Λ be a stratification
of a topological space X indexed by a poset Λ. For
λ ∈ Λ, π−1(λ) is denoted by eλ and is called stratum
with index λ. Im π is denoted by P (X) and is called
the face poset. If P (X) is finite, (X, π) is called finite.
Example 3.4. Define an order on {0,−1, 1} by 0 < ±1
and a map sign : R→ {0,−1, 1} by

sign(x) =


1 (x > 0)
0 (x = 0)
−1 (x < 0).

Then (R, sign) is a stratified space.
Example 3.5. Consider a hyperplane arrangementA =
{H1, H2, . . . , Hk} in Rn defined by affine maps {`i :
Rn → R}ki=1. Define a map

πA : Rn → {0,−1, 1}k

by πA(x) = (sign(`1(x)), sign(`2(x)), . . . , sign(`k(x))),
where the set {0,−1, 1}k is equipped with the product
order. Then (Rn, πA) is a stratified space.
Definition 3.6. Let (X, πX) and (Y, πY ) be stratified
spaces.
• A pair (f, s) of a continuous map f : X → Y and
a poset map s : P (X) → P (Y ) is called a mor-
phism of stratified spaces if the following diagram
is commutative

X

πX
��

f // Y

πY
��

P (X) s // P (Y )

and for each λ ∈ P (X), f(eλ) = es(λ).

• When X = Y and f is identity, (f, s) is called a
subdivision.

Definition 3.7. Let (X, π) be a stratified space. For a
stratum eλ, eλ − eλ is called the boundary of eλ and is
denoted by ∂eλ.
Definition 3.8. A stratified space (X, π) is called CW
if it satisfies the following conditions:
1. For each stratum eλ, the boundary ∂eλ is covered

by a finite number of strata;

2. X has the weak topology determined by the cov-
ering {eλ | λ ∈ P (X)}.

Definition 3.9. Let π : X → P (X) be a stratification
on a Hausdorff space X.
• For a stratum eλ, an n-cell structure on eλ is a
quotient map ϕλ : Dλ → X satisfying the follow-
ing conditions:
1. Int(Dn) ⊂ Dλ ⊂ Dn

2. ϕλ(Dλ) = eλ
3. ϕλ|Int(Dn) : Int(Dn) → eλ is a homeomor-

phism.
• A stratum equipped with an n-cell structure is
called an n-cell.
• The space Dλ is called the domain of eλ.
• An n-cell eλ is called closed if Dλ = Dn.

Example 3.10. Consider a stratification (Rn, πA) in
Example 3.5. When A is a central hyperplane arrange-
ments (i.e. the affine map `i is a linear map for each i),
we will define a cell structure on a stratum on (Rn, πA)
as follows.

Choose a stratum e in (Rn, πA). Let

f : [0, 1)→ [0,∞) , f(x) = tanπ2x

and define
ψ : e ∩ Int(Dn)→ e

by

ψ(x) =
{
f(‖x‖) x

‖x‖ (x 6= 0)
0 (x = 0).

Then ψ is a continuous map since

lim
x→0
‖ψ(x)‖ = lim

x→0
f(‖x‖) = 0.

The inverse map to ψ is

ψ̃ : e→ e ∩ Int(Dn)

defined by

ψ̃(x) =
{
f−1(‖x‖) x

‖x‖ (x 6= 0)
0 (x = 0)

Thus ψ is a homeomorphism. Hyperplanes cut the
boundary ∂Dn of Dn and define a stratification πA,Dn
on Dn whose are all closed cells.

�
�
�
�
�
�
�

H
HHH

HHH

�
�
�
�
�
�
�
�
��

&%
'$



4 Totally normal cellular stratified spaces and their barycentric subdivisions 32

Thus e∩IntDn is a cell in Dn. Define a cell structure
on e by the composition

D = ϕ−1(e ∩ Int(Dn)) ϕ // e ∩ Int(Dn) ψ // e

where ϕ : Dm → e ∩Dn is the cell structure of e∩IntDn

in Dn.
Definition 3.11. A cellular stratification on a strati-
fied space (X, π) consists of a collection

Φ = {ϕλ : Dλ → eλ | λ ∈ P (X)}

of cell structures on strata satisfying the condition, that
for each eλ, ∂eλ is covered by cells of dimension less than
or equal to n− 1

∂eλ ⊂
⋃

µ∈P (X),dim eλ≤n−1
eµ.

The triple (X, π,Φ) is called a cellular stratified space.
Example 3.12. Rn is a cellular stratified space with
the standard homeomorphism Int(Dn) → Rn as a cell
structure of an n-cell. There are of course other distinct
cellular stratification of Rn as illustrated by example
3.10.
Definition 3.13. Let X be a cellular stratified space.
A subset A of X is called a cellular stratified subspace
of X if the following conditions are satisfied:
1. the restriction π|A : A→ Λ is a stratification.
2. for a cell eλ in X satisfying eλ ⊂ A, the restric-

tion ϕλ|Dλ,A : Dλ,A = ϕ−1
λ (eλ ∩ A) → eλ ∩ A is a

quotient map.
Definition 3.14. Let (X, πX ,Φ) and (Y, πY ,Ψ) be cel-
lular stratified spaces. A morphism of cellular stratified
spaces consists of
• a morphism (f, s) : (X, πX)→ (Y, πY ) of stratified
spaces, and
• a family of maps {fλ : Dλ → Ds(λ)}λ∈P (X) indexed
by cells ϕλ : Dλ → eλ in X

such that fλ(0) = 0 for any λ ∈ P (X) and the following
diagram

Dλ

ϕλ
��

fλ // Ds(λ)

ψs(λ)
��

X
f // Y

is commutative, where ψs(λ) : Ds(λ) → Y is the cell
structure of es(λ) in Y .

4 Totally normal cellular stratified spaces and
their barycentric subdivisions

In this section, we define total normality for cellular
stratified spaces and barycentric subdivisions of totally
normal cellular stratified spaces.

Definition 4.1. Let X be a cellular stratified space.
• X is called normal if eµ ∩ eλ 6= φ implies eµ ⊂ eλ
for any eλ.
• X is called regular if the cell structure ϕ : Dλ → eλ
of each eλ is a homeomorphism onto eλ.

Definition 4.2. Let X be a normal cellular stratified
space. Then X is called totally normal if for each n-cell
eλ,
1. there is a regular cell structure on Sn−1 containing
∂Dλ as a cellular stratified subspace of Sn−1,

2. for each cell e in the cellular stratification on ∂Dλ,
there are a cell eµ in X and a map b : Dµ → ∂Dλ

such that b(Dµ) = e, b(Int(Dµ)) = e, and the
following diagram is commutative.

e �
� // ∂Dλ

� � // Dλ
ϕλ // X

Dµ

b

OO
ϕµ

44

Definition 4.3. A 1-dimensional cellular stratified space
is called a graph.

Graphs are examples of totally normal cellular strat-
ified spaces.
Proposition 4.4. Any graph is totally normal.
Proof. Let Γ be a graph. Choose a 1-cell e with the
cell structure ϕ : D → e of e. The domain D of e
is (−1, 1), [−1, 1), (−1, 1], or [−1, 1]. When ∂D = φ,
the conditions of the definition of total normality are
satisfied. When ∂D 6= φ, ∂D is a stratified subspace of
S0 since ∂D is {1}, {−1}, or S0. For a cell e in ∂D,
there is a 0-cell eλ in Γ such that the following diagram
is commutative

e �
� // ∂D �

� // D
ϕ // Γ

D0

OO
ϕλ

44

since the domain of e is D0.
We construct a small category from a totally normal

cellular stratified space.
Definition 4.5. Let X be a totally normal cellular
stratified space. Define a category C(X) as follows.
Objects are cells,

C(X)0 = {e | e is a cell in X} .
A morphism from a cell ϕµ : Dµ → eµ to another cell
ϕλ : Dλ → eλ is a map b : Dµ → Dλ such that the
following diagram is commutative

Dλ
ϕλ // eλ

� � // X

Dµ

b

OO

ϕµ // eµ.
/ �

>>
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The composition is given by the composition of maps.
This category C(X) is called the face category of X.
Definition 4.6. The classifying space BC(X) of the
face category C(X) of a totally normal cellular strati-
fied space X is called the barycentric subdivision of X,
and is denoted by Sd (X).
Example 4.7. Rn is a totally normal cellular stratified
space by Example 3.12. The barycentric subdivision
Sd (Rn) of Rn is a single point.

Example 4.8. Consider S1 = e0 ∪ e1 where e0 is a
point in S1 and e1 = S1 − e0.

&%
'$te0 e1

S1 is totally normal since S1 is a graph. The barycen-
tric subdivision Sd

(
S1) is the boundary of a hexagon

and is homeomorphic to S1.
Example 4.9. Consider X = IntDn ∪ {(1, 0)} consist-
ing of an n-cell and a 0-cell.

tIntDn (1, 0)

Here X is totally normal since the boundary ∂en of
the n-cell en = Int(Dn) is a point. The barycentric
subdivision Sd (X) is a 1-simplex.

The barycentric subdivision Sd (X) of a CW totally
normal cellular stratified space X is embedded into X.
Theorem 4.10 ([15]). For a CW totally normal cel-
lular stratified space X, there is a simplicial map i :
N(C(X))→ S(X) from the nerve N(C(X)) of the face
category C(X) to the singular simplicial set S(X) of X
such that the composition

ĩ : Sd (X) |i| // |S(X)| ev // X

is an embedding, where ev is a continuous map defined
in Example 2.5.

The following theorem is the key result to study con-
figuration spaces of graphs in this paper.
Theorem 4.11 ([15]). For a CW totally normal cellu-
lar stratified space X, the image ĩ(Sd (X)) of the em-
bedding ĩ : Sd (X)→ X is a strong deformation retract
of X.

Proposition 4.12. For a totally normal cellular strat-
ified space X, Sd (X) is a regular cell complex.

Proof. It is obvious by the definition of the geometric
realization.

5 Subspaces, Products, and Subdivisions

In this section, we prove total normality for cellular
stratified subspaces, product cellular stratified spaces,
and cellular subdivisions to study configuration spaces
of graphs.

First, let us consider subspaces.
Theorem 5.1. Let X be a totally normal cellular strat-
ified space. A cellular stratified subspace A of X is to-
tally normal if for any λ ∈ P (A), ∂Dλ,A is a cellular
stratified subspace of ∂Dλ where Dλ,A is defined by Def-
inition 3.13.
Proof. For any λ ∈ P (A),

1. there is a regular cell structure on Sdim eλ−1 con-
taining ∂Dλ as a cellular stratified subspace of
Sdim eλ−1, and

2. for each cell e in the cellular stratification on ∂Dλ,
there are a cell eµ in X and a map b : Dµ → ∂Dλ

such that b(Dµ) = e, b(Int(Dµ)) = e, and the
following diagram is commutative

e �
� // ∂Dλ

� � // Dλ
ϕλ // X

Dµ

b

OO
ϕµ

44

since X is totally normal. A cell in ∂Dλ,A is a cell in
∂Dλ since ∂Dλ,A is a stratified subspace of ∂Dλ. Then
given a cell e in ∂Dλ,A, there are a cell eµ in X and a
map b : Dµ → ∂Dλ such that b(Dµ) = e, b(Int(Dµ)) =
e, and the following diagram is commutative

e �
� // ∂Dλ

� � // Dλ
ϕλ // X

Dµ.

b

OO
ϕµ

44

We have De = b−1(e ∩ ∂Dλ,A) ⊂ Dµ,A since for
x ∈ De,

ϕµ(x) = ϕλ(b(x)) ∈ A.
Conversely, Dµ,A is included in De since for x ∈ Dµ,A,

ϕλ(b(x)) = ϕµ(x) ∈ eµ ∩ A ⊂ A,

then b(x) ∈ e ∩ ∂Dλ,A. So De = Dµ,A. Then the
following diagram is commutative

e ∩ ∂Dλ,A
� � // ∂Dλ,A

� � // Dλ,A
ϕλ // A

De

b

OO

Dµ,A.

ϕµ

55

We also have eµ ⊂ A since for x ∈ Int(Dµ),

ϕλ(b(x)) ∈ ϕλ(e) ⊂ ϕλ(∂Dλ,A) ⊂ eλ ∩ A ⊂ A.

Thus A is totally normal.
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Second, let us consider products.
Definition 5.2. Let P and Q be posets. Define a par-
tial order on P ×Q as follows: for (x, y) and (x′, y′) in
P ×Q,

(x, y) ≤ (x′, y′) if only if x ≤ x′ and y ≤ y′

Proposition 5.3 ([15]). Let (X, πX) and (Y, πY ) be
stratified spaces. Define P (X × Y ) = P (X) × P (Y ).
Then the product (X×Y, πX×πY ) is a stratified space.
Definition 5.4. Let X and Y be cellular stratified
spaces. For cells eλ ⊂ X and eµ ⊂ Y , consider the
composition

ϕλ,µ : Dλ,µ
∼= Dλ ×Dµ

ϕλ×ϕµ// eλ × eµ = eλ × eµ

mapping into X × Y , where Dλ,µ is the subspace of
Ddim eλ+dim eµ obtained by pulling back Dλ × Dµ via
the standard homeomorphism

Ddim eλ+dim eµ ∼= Ddim eλ ×Ddim eµ .

X × Y is called the product cellular stratified space if
ϕλ,µ is a quotient map for each pair of cells in X and
Y .

In general, f × g : X1 × Y1 → X2 × Y2 is not nec-
essarily quotient even if f : X1 → Y1 and g : X2 → Y2
are quotient maps. Bi-quotient maps are useful to solve
this problem.
Definition 5.5. Let f : X → Y be surjective and
continuous. Then f is called bi-quotient if for any y ∈ Y
and any open covering U of f−1(y), there exist open
sets U1, U2, . . . , Uk ∈ U such that ⋃ki=1 f(Ui) contains a
neighborhood of y.
Lemma 5.6 ([12]). Let {fi : Xi → Yi}i∈I be a family of
bi-quotient maps indexed by a set I. Then the product
Πi∈Ifi : Πi∈IXi → Πi∈IYi is a quotient map.

The problem is when a characteristic map of a cell
is bi-quotient.
Definition 5.7. Let f : X → Y be a continuous map.
The map f is called relatively compact if f−1(y) is com-
pact for each y ∈ Y .
Lemma 5.8 ([16]). Let X be a cellular stratified space.
If the cell structure ϕλ : Dλ → eλ of eλ is relatively
compact for any λ ∈ P (X), then ϕλ is bi-quotient.

For a totally normal cellular stratified space, any cell
structures are bi-quotient.
Lemma 5.9. Let X be a totally normal cellular strat-
ified space. Then for any λ ∈ P (X), the cell structure
ϕλ : Dλ → eλ of eλ is bi-quotient.
Proof. For any y ∈ ∂eλ, there is µ ∈ P (X) such that
y ∈ eµ and dim eµ ≤ dim eλ−1 since X is cellular. Also
eµ ⊂ eλ since X is normal. Define

f : C(X)(eµ, eλ)× {y} → ϕ−1
λ (y)

by f(b, y) = b(ϕ−1
µ (y)). Here f is continuous since

C(X)(eµ, eλ) × {y} is a discrete space. For any x ∈
ϕ−1
λ (y), there is a cell e in ∂Dλ such that x ∈ e. There

are a cell eν in X and a map b : Dν → ∂Dλ such that
the following diagram

e �
� // ∂Dλ

� � // Dλ
ϕλ // X

Dν

b

OO
ϕν
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is commutative since X is totally normal.
There is z ∈ Int(Dν) such that b(z) = x since the

restriction b|Int(Dν) : Int(Dν)→ e is a homeomorphism.
µ = ν since

y = ϕλ(x) = ϕλ(b(z)) = ϕν(z) ∈ eν ∩ eµ.

Then f is surjective since b ∈ C(X)1(eµ, eλ) and

f(b, y) = b(ϕ−1
µ (y)) = b(z) = x.

C(X)(eµ, eλ) × {y} is compact since C(X)(eµ, eλ) is
finite. Then ϕ−1

λ (y) is compact. Thus ϕλ is bi-quotient
by Lemma 5.8.

The product of totally normal cellular stratified spaces
is totally normal.
Theorem 5.10. Let X and Y be totally normal cellular
stratified spaces. Then the product X × Y is totally
normal.

Proof. For λ ∈ P (X) and µ ∈ P (Y ), the product ϕλ ×
ψµ of cell structures ϕλ and ψµ of eλ and eµ is a quotient
map by Lemma 5.6 and 5.9. Thus X × Y is a cellular
stratified space. Assume that eλ is an n-cell and eµ
is an m-cell. There are regular cell structures on Sn−1

and Sm−1 containing ∂Dλ and ∂Dµ as cellular stratified
subspaces of Sn−1 and Sm−1 respectively since X and
Y are totally normal.

The standard homeomorphism Dn+m ∼= Dn × Dm

induces the homeomorphism Sn+m−1 ∼= (Dn×Sm−1)∪
(Sn−1 × Dm). The cell structures on Dn and Dm are
defined by adding an n-cell and an m-cell to the regular
cell structures of Sn−1 and Sm−1, respectively. Then we
obtain the cell structure on (Dn×Sm−1)∪(Sn−1×Dm).
This cellular stratification contains ∂Dλ,µ

∼= (Dλ ×
∂Dµ) ∪ (∂Dλ × Dµ) as a stratified subspace. Choose
a cell e× e′ ⊂ Dλ × ∂Dµ.
1. When e is an n-cell, the domain of e is Dλ. There

are a cell eµ′ in Y and a map b′ : Dµ′ → ∂Dµ such
that the following diagram is commutative.

e′ �
� // ∂Dµ

� � // Dµ
ψµ // Y

Dµ′

b′

OO
ψµ′

44



6 Totally normal cellular stratifications for configuration spaces on graphs 35

Then the following diagram is commutative.

e× e′ �
� // Dλ × ∂Dµ

� � // Dλ ×Dµ

ϕλ×ψµ
��

Dλ ×Dµ′

idDλ×b
′

OO

ϕλ×ψµ′ // X × Y

2. When e is a cell in ∂Dλ, there are a cell eλ′ in X
and a map b : Dλ′ → ∂Dλ such that the following
diagram is commutative.

e �
� // ∂Dλ

� � // Dλ
ϕλ // X

Dλ′

b

OO
ϕλ′

44

Then the following diagram is commutative.

e× e′ �
� // ∂Dλ × ∂Dµ

� � // Dλ ×Dµ

ϕλ×ψµ
��

Dλ′ ×Dµ′

b×b′

OO

ϕλ′×ψµ′ // X × Y

Thus X × Y is totally normal.
Third, let us consider cellular subdivision.

Definition 5.11. Let (X, π,Φ) be a cellular stratified
space. A cellular subdivision of (π,Φ) consists of
• a subdivision of stratified spaces

(idX , s) : (X, π′)→ (X, π),

• a regular cellular stratification (πλ,Φλ) on the do-
main Dλ of each cell eλ in (π,Φ)

satisfying the following conditions:
1. Int(Dλ) is a stratified subspace of (Dλ, πλ,Φλ).
2. For each λ ∈ P (X), the cell structure
ϕλ : (Dλ, πλ) → (X, π′) of eλ is a morphism of
stratified spaces.

3. The map P (ϕλ) : P (Int(Dλ)) → P (eλ) induced
by the cell structure ϕλ is a bijection.

We will define a cellular subdivision of the n-fold
product Γn of a graph Γ by defining subdivisions of
domains of cell structures in order to obtain a totally
normal cellular stratification on configuration spaces.
Theorem 5.12 ([16]). Let X be a totally normal cellu-
lar stratified space and (Dλ, πλ,Φλ) be a regular cellu-
lar stratification for each λ ∈ P (X). Assume that each
morphism b : (Dµ, πµ,Φµ) → (Dλ, πλ,Φλ) in the face
category C(X) of (X, π,Φ) is a morphism of stratified
spaces. Define a stratification π′ on X by

π′ : X =
⋃

λ∈P (X,π,Φ)

⋃
λ′∈P (Int(Dλ))

ϕλ(eλ′).

Then ((X, π′), (Dλ, πλ,Φλ)) is a cellular subdivision.

The restriction of f to a subspace A is not neces-
sarily quotient even if f : X → Y is a quotient map.
Hereditarily quotient maps are useful to solve this prob-
lem.
Definition 5.13. Let f : X → Y be a surjective and
continuous map from a topological space X to a topo-
logical space Y . The map f is called hereditarily quo-
tient if for y ∈ Y and a neighborhood U of f−1(y),
f(U) is a neighborhood of y.
Lemma 5.14 ([3]). Let f : X → Y be hereditarily
quotient.

1. f is a quotient.

2. For a subspace A of Y , the restriction

f |f−1(A) : f−1(A)→ A

is hereditarily quotient.

For a cellular stratified space X, We define a new
cellular stratification on X obtained by a cellular sub-
division of X.
Definition 5.15. Let (X, π,Φ) be a cellular stratified
space whose cell structures are hereditarily quotient
and let ((X, π′), (Dλ, πλ,Φλ)) be a cellular subdivision
of (X, π,Φ). Define a cellular stratification on (X, π′)
as follows.

For λ ∈ P (X, π) and λ′ ∈ P (Int(Dλ)), define a cell
structure of π′−1(P (ϕλ)(λ′)) by the composition

Dλ′
sλ′ // Dλ

ϕλ // X

where sλ′ : Dλ′ → Dλ is the cell structure of the cell
eλ′ in (Dλ, πλ,Φλ).
Theorem 5.16 ([5]). Let (X, π,Φ) be a totally nor-
mal cellular stratified space whose cell structures are
hereditarily quotient and let ((X, π′), (Dλ, πλ,Φλ)) be
a cellular subdivision of (X, π,Φ). Assume that each
morphism b : (Dµ, πµ,Φµ) → (Dλ, πλ,Φλ) in the face
category C(X) of (X, π,Φ) is a morphism of stratified
spaces. Then

π′ : X =
⋃

λ∈P (X,π,Φ)

⋃
λ′∈P (Int(Dλ))

ϕλ(eλ′)

is totally normal.

6 Totally normal cellular stratifications for
configuration spaces on graphs

We construct a stratification on the configuration space
Cn(Γ) of a graph Γ. First, we construct subdivisions of
the domains of cell structures of cells in Γn.
Definition 6.1. For 1 ≤ i < j ≤ n, define a hyperplane
Hi,j by

Hi,j = {(x1, x2, . . . , xn) ∈ Rn | xi = xj} .
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and a hyperplane arrangement An−1 in Rn by
An−1 = {Hi,j | 1 ≤ i < j ≤ n} .

This hyperplane arrangement An−1 is called the braid
arrangement.

A cell in (Rn, πAn−1) is described by an ordered par-
tition.
Definition 6.2. Let X be a finite set. A sequence
{s1, s2, . . . , sk} of subsets of X is called an ordered par-
tition of X if the following conditions satisfy:
• si 6= φ for each i

• X = ∐k
i=1 si.

An ordered partition {s1, s2, . . . , sk} of {1, 2, . . . , n} is
denoted by (s1|s2| . . . |sk).
Definition 6.3. For an ordered set partition τ = (s1|s2| . . . |sk)
of {1, 2, . . . , n}, a cell e(τ) in (Rn, πAn−1) is defined by
e(τ) = {(x1, . . . , xn) ∈ Rn | x

i
(1)
1

= x
i
(1)
2

= . . . = x
i
(1)
`1

< x
i
(2)
1

= . . . = x
i
(2)
`2
<

. . . < x
i
(k)
1

= . . . = x
i
(k)
`k

}

where si = {i(i)1 , i
(i)
2 , . . . , i

(i)
`i
}.

Definition 6.4. Let X = (−1, 1), [−1, 1), (−1, 1], or
[−1, 1]. Define a regular cellular stratification on a
stratified subspace (Xn, πAn−1 |Xn) of (Rn, πAn−1) as fol-
lows.

For a stratum e in Xn, let D be the closure of e in
Xn. Define the inclusion D ↪→ Xn as a cell structure
of e.

This cellular stratification is denoted by Φ(X,n).
Definition 6.5. Let X be a totally normal cellular
stratified space. For λ = (λ1, λ2, . . . , λn) ∈ P (Xn),
• A cell eλ1× eλ2× . . .× eλn in Xn is denoted by eλ.
• The cell structure ϕλ1 × . . . × ϕλn is denoted by
ϕλ.
• The domain Dλ1 ×Dλ2 × . . .×Dλn is denoted by
Dλ.

Definition 6.6. Let Γ be a finite graph. We choose
a total order on the set of 1-cells. For a cell eλ in Γn,
define a regular cellular stratification on Dλ as follows.

There is a permutation σ ∈ Σn such that

(eλ)σ = {a product of 0-cells} × (e1
µ1)m1 × (e1

µ2)m2

× . . .× (e1
µk

)mk

and µ1 < µ2 < . . . < µk. Define a cellular stratification
on (Dµ1)m1 × (Dµ2)m2 × . . .× (Dµk)mk by the product
cellular stratification of

{((Dµi)mi , πAmi−1 |(Dµi )mi ,Φ(Dµi ,mi))}.

For a cell e in (Dµ1)m1×(Dµ2)m2×. . .×(Dµk)mk , (e)σ−1

defines a cell in Dλ. These cells define a stratification
on Dλ. This stratification is denoted by πλ.

Theorem 6.7. Let Γ be a finite graph. Let π̃ be a strat-
ification on Γn defined by Theorem 5.12. Then (Γn, π̃)
is a totally normal cellular stratified space.
Proof. The product Γn is totally normal by Proposition
4.4 and Theorem 5.10.

We will prove that the cell structure ϕλ : Dλ → e of
a 1-cell e in Γ is hereditarily quotient. If e is not a loop,
ϕ is hereditarily quotient since ϕ is a homeomorphism.
We prove the case when e is a loop. Choose a point
y ∈ e and a neighborhood U of ϕ−1(y). Then there is
an open set V in (−1, 1) such that

ϕ−1(y) ∈ V ⊂ U.

Thus ϕ(U) is a neighborhood of y since the restriction
ϕ|(−1,1) is a homeomorphism. Choose the point y ∈ ∂e
and a neighborhood U of ϕ−1(y). The neighborhood U
decomposes into a neighborhood U1 of 1 and a neigh-
borhood U2 of −1. Thus ϕ(U) is a neighborhood of y.
Hence ϕ is hereditarily quotient.

For a morphism

b : (Dµ, πµ)→ (Dλ, πλ)

in the face category of Γn, b is a morphism of stratified
spaces by Proposition 3.7 in [5].

Thus ((Γn, π̃), (Dλ, πλ)) is a cellular subdivision by
Theorem 5.12 and (Γn, π̃) is totally normal by Theorem
5.16.

The configuration space Cn(Γ) is contained in (Γn, π̃)
as a cellular stratified subspace. In order to show that
Cn(Γ) is totally normal, it suffices to verity the condi-
tion in Theorem 5.1.
Theorem 6.8. Let (Γ, π) be a finite graph. Then the
configuration space Cn(Γ) of Γ has a totally normal cel-
lular stratification.
Proof. For a stratum e in Cn(Γ), there are λ ∈ P (Γn, πn)
and ν ∈ P (Int(Dλ)) such that

e = (ϕλ)(eν)

There is a permutation σ ∈ Σn such that

(eλ)σ = {a product of 0-cells}× (e1
µ1)m1× . . .× (e1

µk
)mk

and µ1 < µ2 < . . . < µk. For each 1 ≤ i ≤ k, there is a
cell ei in ((Dµi)mi , πAmi−1) such that

eν = ({a product of domains of 0-cells}×e1×. . .×ek)σ−1.

Define a subspace Di of (Dµi)mi by

Di = The closure of ei in (Dµi)mi .

Then D̃ = {a product of domains of 0-cells} × D1 ×
. . . × Dk is the domain of e in (Γn, π̃). The domain
(D̃)Cn(Γ) of e in Cn(Γ) is obtained by removing some
faces from D̃. Thus ∂(D̃)Cn(Γ) is a stratified subspace
of ∂(D̃). Hence Cn(Γ) has a totally normal cellular
stratification by Theorem 5.1.
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Let us introduce notations for cells in Cn(Γ) based
on the correspondence in Definition 6.3.
Definition 6.9. Let Γ be a graph. For a cell e in Cn(Γ),
there are a cell eλ in Γn and a cell eν in Int(Dλ) such
that

e = (ϕλ)(eν).
There is a permutation σ ∈ Σn such that

(eλ)σ = {a product of 0-cells} × (e1
µ1)m1 × (e1

µ2)m2×
. . .× (e1

µk
)mk

and µ1 < µ2 < . . . < µk.
For each 1 ≤ i ≤ k, there is a cell ei in

((Dµi)mi , πAmi−1 ,Φ(Dµi ,mi))

such that

eν = ({a product of 0-cells} × e1 × e2 × . . .× ek)σ−1.

For each 1 ≤ i ≤ k, Let τi be the partition of Ai corre-
sponding to ei under the one-to-one correspondence in
Definition 6.3, where

Ai =
{
x ∈ {1, 2, . . . , n}

∣∣∣ eλx = e1
µi

}
.

In this case, the cell e is denoted by [τ1µ1 , τ2µ2 , . . . , τkµk ].
Example 6.10. We consider a cellular stratification on
Cn(Γ) and Sd (Cn(Γ)) when Γ = [−1, 1] and n = 2. The
interval [−1, 1] has a stratification: [−1.1] = e0

1∪e0
2∪e1

where e0
1 = {−1}, e0

2 = {1}, and e1 = (−1, 1). The
product stratification [−1, 1]2 is given by

[−1, 1]2 = e0
1×e0

1∪e0
1×e1∪e0

1×e0
2∪e1×e0

1∪e1×e1∪e1×
e0

2 ∪ e0
2 × e0

1 ∪ e0
2 × e1 ∪ e0

2 × e0
2.

The diagonal set H1,2 =
{
(x, y) ∈ R2 ∣∣ x = y

}
subdi-

vides the square [−1, 1]2. The 2-cell e1 × e1 is di-
vided into a 1-cell [(1, 2)e1 ] and two 2-cells [(1|2)e1 ]
and [(2|1)e1 ]. We obtain a cellular stratification on
C2([−1, 1]) by removing from ([−1, 1]2, πA1 |[−1,1]2) the
subspace [(1, 2)e1 ].
The barycentric subdivision Sd (C2([−1, 1])) is homo-
topy equivalent to S0.

s s
s ss s
e0

1 e1 e0
2

s
s

e0
1

e1

e0
2

[−1, 1]2
s s
s s�
�
�
��[(1|2)e1 ] [(1, 2)e1 ]

[(2|1)e1 ]

s
sc

c
c

c[(1|2)e1 ]

[(2|1)e1 ]

7 Connectivity of configuration spaces of
graphs

In this section, we prove Theorem 1.5.
A path in a regular cell complex is described by a

sequence of 1-cells.
Definition 7.1. Let X be a regular cell complex. For
two 0-cells u, v, a path from u to v is a sequence P =
(e1, e2, . . . , en) of 1-cells such that ei ∩ ei+1 is a 0-cell
for each i, ei−1 ∩ ei and ei ∩ ei+1 are distinct 0-cells for
each i, u ∈ ∂e1 − ∂e2, and v ∈ ∂en − ∂en−1.

We can remove all leaves from a given graph without
changing homotopy type of the configuration space.
Lemma 7.2 ([5]). Let Γ be a graph. Define a sub-
graph Γ◦ of Γ by removing all leaves from Γ. Then
the inclusion Γ◦ ↪→ Γ induces a homotopy equivalence
Cn(Γ◦) ' Cn(Γ).

We can assume that for any natural numbers k and `,
Γk,` has only one vertex by Lemma 7.2 and the domains
of all branches are (−1, 1].
Lemma 7.3. For k ≥ 3, Cn(Γk,0) is path connected.
Proof. It suffices to prove that Sd (Cn(Γk,0)) is path
connected, by Theorem 4.11. We will prove that for
any two vertices v, w in Sd (Cn(Γk,0)), there is a path
from v to w in Sd (Cn(Γk,0)). Let Γk,0 = e0 ∪

⋃k
i=1 e

1
λi

be a stratification on Γk,0. For two cells [σ1λ1 , . . . , σkλk ]
and [ρ1λ1 , . . . , ρkλk ] in Cn(Γk,0), there are numbers x ∈
{1, 2, . . . , n} and i ∈ {1, 2, . . . , k} such that

[σ1λ1 , . . . , (σi|x)λi , . . . , σkλk ] = [ρ1λ1 , . . . , ρkλk ]

if and only if there is a morphism from [σ1λ1 , . . . , σkλk ]
to [ρ1λ1 , . . . , ρkλk ] in the face category C(Cn(Γk,0)) by
Definition 6.9. For two numbers i, j ∈ {1, 2, . . . , k},
there is a number h ∈ {1, 2, . . . , k} such that h is not
i nor j since k ≥ 3. We may assume without a loss of
generality that i < h < j. Hence for two cells
α = [σ1λ1 , . . . , (τ1|x|a1| . . . |ap)λi , . . . , σkλk ] and
β = [σ1λ1 , . . . , (τ2|x|b1| . . . |bq)λj . . . , σkλk ] in Cn(Γk,0)
satisfying (τ1|a1| . . . |ap) = σi and (τ2|b1| . . . |bq) = σj , a
path from α to β is obtained by the following sequence:

α← [σ1λ1 , . . . , (τ1|x|a1| . . . |ap−1)λi . . . , σkλk ]→
[σ1λ1 . . . , (τ1|x|a1| . . . |ap−1)λi , . . . , (σh|ap)λh , . . . , σkλk ]

← . . .→ [σ1λ1 , . . . , (τ1|x)λi , . . . , (σh|ap| . . . |a1)λh ,
. . . , σkλk ]

← [σ1λ1 , . . . , (τ1|x)λi , . . . , (σh|ap| . . . |a1)λh , . . . ,
(τ2|b1| . . . |bq−1)λj , . . . , σkλk ]

→ [σ1λ1 , . . . , (τ1|x)λi , . . . , (σh|ap| . . . |a1|bq)λh , . . . ,
(τ2|b1| . . . |bq−1)λj , . . . , σkλk ]
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← . . .→ [σ1λ1 , . . . , (τ1|x)λi , . . . , (σh|ap| . . . |a1|bq| . . .
|b1)λh , . . . , τ2λj , . . . , σkλk ]

← . . .→ [σ1λ1 , . . . , τ1λi , . . . , (σh|ap| . . . |a1|bq| . . . |b1)λh ,
. . . , (τ2|x)λj , σkλk ]← . . .→ β

There is also a path from
[σ1λ1 , . . . , (τ1|x|τ2|y|τ3)λi , . . . , σkλk ]

to [σ1λ1 , . . . , (τ1|y|τ2|x|τ3)λi , . . . , σkλk ]. Hence for any
two vertices v, w in Sd (Cn(Γk,0)), we obtain a path from
v to w in Sd (Cn(Γk,0)) by using these paths.
Definition 7.4. Let Γ be a finite connected regular cell
complex. For a path P = (e1, e2, . . . , en), the number
n is called a length of P and is denoted by `(P ).
Definition 7.5. Let Γ be a finite connected regular cell
complex. For two vertices u, v, the distance dΓ(u, v)
between u and v is defined as follows:

dΓ(u, v) = min {`(P ) | P is a path from u to v} .
Lemma 7.6. Let X be a topological space and A be a
subspace of X. Suppose that for any x ∈ X, there exist
a point a in A and a path ` : I → X such that `(0) = x
and `(1) = a. Then X is path connected.

For a graph Γ containing Γ3,0, the configuration space
Cn(Γ) of Γ is path connected.
Theorem 7.7. Let Γ be a finite connected graph hav-
ing a vertex v0 of valency ≥ 3. Then Cn(Γ) is path
connected.
Proof. First we prove the case when there is an edge
that is not a loop.

If the valency at v0 is k, there exists an embedding
f : Γk,0 → Γ. For (x0, x1, . . . , xn) ∈ Cn(Γ), we induct
on the number α of xi satisfying xi /∈ f(Γk,0).

For α = 0, by (x0, x1, . . . , xn) ∈ Im(Cn(f)), the as-
sumption of Lemma 7.6 is satisfied. We assume that the
assumption of Lemma 7.6 is satisfied for α ≤ m − 1.
Consider a point (x1, x2, . . . , xn) in Cn(Γ) satisfying
α = m. Let xi1 , xi2 , . . . , xim be the components of
(x1, x2, . . . , xn) satisfying xij /∈ f(Γk,0) for all j. Choose
a spanning tree T of Γ. It suffices to consider the spe-
cialized case where xij ∈ T for some j since if xij is not
in T for any j, there exists a path from a point xij to a
vertex in the edge containing xij by the connectivity of
Γ. Suppose that xi1 satisfies xi1 ∈ T and the following
condition:

dT (xi1 , v0) = min
{
dT (xij , v0)

∣∣∣ xij ∈ T} .
We can choose a path P = (e1, e2, . . . , eb) from v0 to
xi1 in T . Let xh1 , xh2 , . . . , xhn−m be components of
(x1, x2, . . . , xn) satisfying xha ∈ f(Γk,0).
1. If xha /∈ e1 for any a, for any y ∈ f(Γk,0) ∩ e1,

there exists a path ` : I → Γ such that `(0) = xi1
and `(1) = y. Hence there exists a path from
(x1, x2, . . . , xi1−1, xi1 , xi1+1, . . . , xn) to
(x1, x2, . . . , xi1−1, y, xi1+1, . . . , xn).

2. If xha ∈ e1 for some a, choose xha satisfying the
following condition:

df(Γk,0)∩e1(xha , v0) =

max
{
df(Γk,0)∩e1(xha′ , v0)

∣∣∣ xha′ ∈ e1
}

Let ϕ : D → e1 be the cell structure of e1. Then
there exists t ∈ D such that ϕ(t) = xha . We
choose a positive number ε > 0 such that ϕ(t+ε) ∈
f(Γk,0). There exists a path ` : I → Γ such that
`(0) = xi1 and `(1) = ϕ(t+ε). Hence there exists a
path from (x1, x2, . . . , xn) to (x1, x2, . . . , xi1−1, ϕ(t+
ε), xi1+1, . . . , xn).

By the inductive hypothesis, the assumption of Lemma
7.6 is satisfied.

Second we prove the case when all edges in Γ are
loops, that is Γ = Γ0,`.

There is a bijective and continuous map f : Γ1,1 →
Γ0,2 from Γ1,1 to Γ0,2. f induces a bijective continuous
map Cn(f) : Cn(Γ1,1) → Cn(Γ0,2) from Cn(Γ1,1) to
Cn(Γ0,2). Hence Cn(Γ0,2) is path connected.

For k ≥ 3, there is a bijective and continuous map
g : Γk,0 → Γ0,k from Γk,0 to Γ0,k. g induces a bijective
and continuous map Cn(g) : Cn(Γk,0)→ Cn(Γ0,k) from
Cn(Γk,0) to Cn(Γ0,k). Hence Cn(Γ0,k) is path connected,
and so is Cn(Γ).

8 Fundamental groups of configuration spaces
of graphs with a single essential vertex

In this section, we prove Theorem 1.4. The main point
is to make explicit the cell complex Sd (Cn(Γ)) based
on the totally normal cell structure on Cn(Γ) described
in section 6 and then use the equivalence Sd (Cn(Γ)) '
Cn(Γ) obtained from Theorem 4.11 to conclude.

First, we study the dimension of Sd (Cn(Γk,`)).
Theorem 8.1 ([5]). Let Γ be a finite connected graph.
We have

dim Sd (Cn(Γ)) ≤ min{n,m}

where m is the number of vertices in Γ. In particular,
we have dim Sd (Cn(Γk,`)) = 1.

In general, for a finite connected 1-dimensional cell
complex Γ, the fundamental group of Γ is a free group
and the rank of π1(Γ) is described by the Euler charac-
teristic of Γ.
Theorem 8.2 ([9]). Let Γ be a finite connected
1-dimensional cell complex. Then
1. The fundamental group π1(Γ) of Γ is a free group.
2. The rank of the fundamental group π1(Γ) is 1 −
χ(Γ) where χ(Γ) is the Euler characteristic of Γ.

By Theorem 4.11, Theorem 8.1, and Theorem 8.2,
it suffices to calculate the Euler characteristic of
Sd (Cn(Γk,`)) to determine π1(Cn(Γk,`)).

We define functors to decompose Sd (Cn(Γ0,`)).
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Definition 8.3. For i ∈ {1, 2, . . . , n}, define a functor

F̃i : C(Cn−1(Γ1,`−1))→ C(Cn(Γ0,`))
as follows. For e ∈ C(Cn−1(Γ1,`−1))0, there are

eν1 , eν2 , . . . , eνi−1 , eνi+1 , . . . , eνn

in C(Γ1,`−1)0, σ ∈ Σ{1,2,...,i−1,i+1,...,n}, and a partition
τs of As for 1 ≤ s ≤ ` such that

(eν1 × . . .× eνi−1 × eνi+1 × . . .× eνn)σ =

(e0)m0 × (e1
λ1)m1 × (e1

µ1)m2 × . . .× (e1
µ`−1

)m`

and
e = [τ1λ1 , τ2µ1 , . . . , τ`µ`−1 ]

where
A1 = {x ∈ {1, 2, . . . , i− 1, i+ 1, . . . , n} | eνx = eλ1}

and
As =

{
x ∈ {1, 2, . . . , i− 1, i+ 1, . . . , n}

∣∣ eνx = eµs−1

}
for 2 ≤ s ≤ `. Now define F̃i by

(F̃i)0(e) = [τ2µ1 , . . . , τ`µ`−1 , (i|τ1)µ` ]

Proposition 8.4. Let F : C(Cn(Γ0,`−1))→ C(Cn(Γ0,`))
be the inclusion functor. Then both BF and BF̃i are
embeddings.
Proof. The maps BF and BF̃i are injective since F
and F̃i satisfy the conditions in Proposition 2.12. In
general, Sd (Cn(Γk,`)) is a finite cell complex (i.e. com-
pact) since C(Cn(Γk,`)) is finite. Hence BF and BF̃i
are injective continuous maps from a compact space to
a Hausdorff space, and embeddings.

The following two propositions follow immediately
by the definition of F̃i.
Proposition 8.5. For 1 ≤ i ≤ n,

ImBF ∩ ImBF̃i = φ

and ImBF̃i ∩ ImBF̃j = φ if i 6= j.

Proposition 8.6. For functors F and F̃i, we have

sk0(Sd (Cn(Γ0,l))) ⊂ ImBF q
n∐
i=1

ImBF̃i

Definition 8.7. Let Γ be a graph. The set of 1-cells is
denoted by E(Γ).

The following equation is obtained by Proposition
8.6.
Theorem 8.8. For ` = 2, 3, . . . and n ∈ N, we have
χ(Sd (Cn(Γ0,`))) = χ(Sd (Cn(Γ0,`−1)))

+nχ(Sd (Cn−1(Γ1,`−1)))

−n
n−2∏
i=1

(`+ i− 1)(2`+ n− 3)

Proof. We have the following equation:
χ(Sd (Cn(Γ0,`))) = χ(Sd (Cn(Γ0,`−1)))

+nχ(Sd (Cn(Γ1,`−1)))
−]E(Sd (Cn(Γ0,`))−X)

where X = ImBF q
∐n
i=1 ImBF̃i. We distinguish two

cases for an edge e in Sd (Cn(Γ0,`))−X.
1. The edge e connects [τ1µ1 , . . . , τ`−1µ`−1

] and
[τ1µ1 , . . . , τ`−1µ`−1

, (i)µ` ]. In this case

A = 2n
∑

|a|=n−1
(n− 1)!

= 2n (`+ n− 3)!
(n− 1)!(`− 2)!(n− 1)!

= 2n
n−1∏
i=1

(`+ i− 2)

where

A = 2n
∑

|a|=n−1

(n− 1)!
(n− 1− a1)! ×

(n− 1− a1)!
(n− 1− a1 − a2)!

× . . .× (a`−1)!.

2. The edge e connects [τ1µ1 , . . . , τ`µ` ] and
[τ1µ1 , . . . , τ`−1µ`−1

, (i|τ`)µ` ]. In this case

A′

= n

 ∑
|a|=n−1

(n− 1)!−
n−1∏
i=1

(`+ i− 2)


= n

{
(`+ n− 2)!

(`− 1)!(n− 1)!(n− 1)!−
n−1∏
i=1

(`+ i− 2)
}

= n

{
n−1∏
i=1

(`+ i− 1)−
n−1∏
i=1

(`+ i− 2)
}

where

A′ = n
∑

|a|=n−1

(n− 1)!
(n− 1− a1)! ×

(n− 1− a1)!
(n− 1− a1 − a2)!

× . . .× (a`)!−
n−1∏
i=1

(`+ i− 2).

Hence the number of edges in Sd (Cn(Γ0,l))−X is given
by:

]E(Sd (Cn(Γ0,l))−X)
= (1) + (2)

= n

{
n−1∏
i=1

(`+ i− 1) +
n−1∏
i=1

(`+ i− 2)
}

= n
n−2∏
i=1

(`+ i− 1)(`+ n− 2 + `− 1)

= n
n−2∏
i=1

(`+ i− 1)(2`+ n− 3)
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We define functors to decompose Sd (Cn(Γk,`)).
Definition 8.9. For i ∈ {1, 2, . . . , n}, define a functor

G̃i : C(Cn−1(Γk,`))→ C(Cn(Γk,`))

as follows: for e ∈ C(Cn−1(Γk,`))0, there are eν1 , eν2 , . . . ,
eνi−1 , eνi+1 , . . . , eνn ∈ C(Γk,`)0, σ ∈ Σ{1,2,...,i−1,i+1,...,n},
and a partition τs of As for 1 ≤ s ≤ k + ` such that

(eν1 × . . .× eνi−1 × eνi+1 × . . .× eνn)σ

= (e0)m0×(e1
λ1)m1×(e1

λk
)mk×(e1

µ1)mk+1×. . .×(e1
µ`

)mk+`

and
e = [τ1λ1 , . . . , τkλk , τk+1µ1

, . . . , τk+`µ` ]
where

As = {x ∈ {1, 2, . . . , i− 1, i+ 1, . . . n} | eνx = eλs}

for 1 ≤ s ≤ k and

As =
{
x ∈ {1, 2, . . . , i− 1, i+ 1, . . . , n}

∣∣ eνx = eµs−k
}

for k + 1 ≤ s ≤ k + `. Then define G̃i by

(G̃i)0(e) =
[τ1λ1 , . . . , τk−1λk−1

, (i|τk)λk , τk+1µ1
, . . . , τk+`µ` ]

Proposition 8.10. Let

G : C(Cn(Γk−1,`))→ C(Cn(Γk,`))

be the inclusion functor. Then both BG and BG̃i are
embeddings.

Proposition 8.11. For 1 ≤ i ≤ n,

ImBG ∩ ImBG̃i = φ

and ImBG̃i ∩ ImBG̃j = φ if i 6= j.

Proposition 8.12. For functors G and G̃i, we have

sk0(Sd (Cn(Γk,`))) ⊂ ImBGq
n∐
i=1

ImBG̃i

Theorem 8.13. For k, n ∈ N, we have

χ(Sd (Cn(Γk,`))) = χ(Sd (Cn(Γk−1,`)))
+nχ(Sd (Cn−1(Γk,`)))

−n
n−1∏
i=1

(`+ k + i− 2)

Proof. We have the following equation:

χ(Sd (Cn(Γk,`))) = χ(Sd (Cn(Γk−1,`)))
+nχ(Sd (Cn−1(Γk,`)))
−]E(Sd (Cn(Γk,`))− Y )

where Y = ImBGq
∐n
i=1 ImBG̃i. The edge e connects

[τ1λ1 , . . . , τk−1λk−1
, τk+1µ1

, . . . , τk+`µ` ] and
[τ1λ1 , . . . , τk−1λk−1

, (i)λk , τk+1µ1
, . . . , τk+`µ` ] for an edge

e in Sd (Cn(Γk,`))− Y . Thus

]E(Sd (Cn(Γk,`))− Y )

= n
∏

|a|=n−1

(n− 1)!
(n− 1− a1)! ×

(n− 1− a1)!
(n− 1− a1 − a2)!

× . . .× (a`+k−1)!
= n

∏
|a|=n−1

(n− 1)!

= n
(`+ k + n− 3)!

(n− 1)!(`+ k − 2)!(n− 1)!

= n
n−1∏
i=1

(`+ k + i− 2)

as claimed.
We can now determine χ(Sd (Cn(Γk,`))) by Theorem

8.8 and Theorem 8.13.
Theorem 8.14. For k = 0, 1, 2, . . . and ` = 1, 2, . . .,
we have

χ(Sd (Cn(Γk,`)))

= −(`+ k + n− 2)!
(`+ k − 1)! ((2n− 1)(`− 1) + (n− 1)k).

Proof. We induct on n. For n = 1, χ(Sd (C1(Γk,`))) =
1−` since Sd (C1(Γk,`)) ' Γk,` '

∨`
i=1 S

1. Assume that

χ(Sd (Cn(Γk,`))) =

−(`+ k + n− 2)!
(`+ k − 1)! ((2n− 1)(`− 1) + (n− 1)k)

for n ≤ m− 1. We have

χ(Sd (Cm(Γ0,`))) = χ(Sd (Cm(Γ0,`−1)))

−m
m−2∏
i=1

(`+ i− 1)(`− 1)(2m− 1)

since

χ(Sd (Cm(Γ0,`))) = χ(Sd (Cm(Γ0,`−1)))
+mχ(Sd (Cm−1(Γ1,`−1)))

−m
m−2∏
i=1

(`+ i− 1)(2`+m− 3)

and

χ(Sd (Cm−1(Γ1,`−1))) =

−(`+m− 3)!
(`− 1)! ((2m− 3)(`− 2) + (m− 2))
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by the inductive hypothesis. Then

χ(Sd (Cm(Γ0,`))) = −(`+m− 2)!
(`− 1)! (2m− 1)(`− 1)

since the sequence {χ(Sd (Cm(Γ0,`)))}∞`=1 is satisfying
the following recurrence relation χ(Sd (Cm(Γ0,1))) = 0
and

χ(Sd (Cm(Γ0,`))) = χ(Sd (Cm(Γ0,`−1)))

−m
n−2∏
i=1

(`+ i− 1)(`− 1)(2m− 1).

For k 6= 0,

χ(Sd (Cm(Γk,`))) = χ(Sd (Cm(Γk−1,`)))

−m
m−1∏
i=2

(`+ k + i− 2)(2`+ k − 2)(m− 1)

since

χ(Sd (Cm(Γk,`))) = χ(Sd (Cm(Γk−1,`)))

+mχ(Sd (Cm−1(Γk,`)))−m
m−1∏
i=1

(`+ k + i− 2)

and

χ(Sd (Cm−1(Γk,`))) =

− (`+ k +m− 3)!
(`+ k − 1)! ((2m− 3)(`− 1) + (m− 2)k)

by the inductive hypothesis. Then

χ(Sd (Cm(Γk,`))) =

− (`+ k +m− 2)!
(`+ k − 1)! ((2m− 1)(`− 1) + (m− 1)k)

since the sequence {χ(Sd (Cm(Γk,`)))}∞k=0 is satisfying
the following recurrence relation

χ(Sd (Cm(Γ0,`))) = −(`+m− 2)!
(`− 1)! (2m−1)(`−1), and

χ(Sd (Cm(Γk,`))) = χ(Sd (Cm(Γk−1,`)))

−m
m−1∏
i=2

(`+ k + i− 2)(2`+ k − 2)(m− 1).

As a consequence, we determine π1(Cn(Γk,`)).
Theorem 8.15. If (k, `) 6= (1, 0), (2, 0), (0, 1), then

π1(Cn(Γk,`)) ∼= Fm

where

m = 1 + (`+ k + n− 2)!
(`+ k − 1)! ((2n− 1)(`− 1) + (n− 1)k).

Next, we study the projection map p : Cn(Γk,`) →
Cn(Γk,`)/Σn to determine the fundamental group
π1(Cn(Γk,`)/Σn) of Cn(Γk,`)/Σn.

Since Σn acts freely on the path-connected and Haus-
dorff space Cn(X), it follows that the projection p :
Cn(X)→ Cn(X)/Σn is a covering space projection. By
the classification theorem of covering spaces [[9], section
1.3], we have

[π1(Cn(X)/Σn, p(∗)), p∗(π1(Cn(X), ∗))]
= ]p−1(p(∗)) = |Σn| = n!

The following result is used in order to determine
the rank of π1(Cn(Γk,`)/Σn).
Proposition 8.16 ([11]). Let H be a subgroup of a free
group Fk. If [Fk : H] = n <∞, then

1. H is also free group.

2. H = Fm where m = 1− n+ nk.

Theorem 8.17. For (k, `) 6= (1, 0), (2, 0), (0, 1) and
n ≥ 3,

π1(Cn(Γk,`)/Σn) ∼= Fm

where

m = 1 + 1
n!

(`+ k + n− 2)!
(`+ k − 1)! ((2n− 1)(`− 1) + (n− 1)k)

Proof. We have an isomorphism

π1(Cn(Γk,`)) ∼= p∗(π1(Cn(Γk,`)))

since the projection map p : Cn(Γk,`) → Cn(Γk,`)/Σn

is a covering space. Assume that m is the rank of
π1(Cn(Γk,`)/Σn). Then

[π1(Cn(Γk,`)/Σn) : p∗(π1(Cn(Γk,`)))] = [Fm : Fm′ ]
= n!

where

m′ = 1 + (`+ k + n− 2)!
(`+ k − 1)! ((2n− 1)(`− 1) + (n− 1)k).

Hence

m = 1 + 1
n!

(`+ k + n− 2)!
(`+ k − 1)! ((2n− 1)(`− 1) + (n− 1)k)

since m′ = 1− n! + n!m.
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